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Abstract 

Jana Šimáková, Daniel Stavárek: The Effect of the Exchange Rate on Industry-Level Trade 
Flows in Czechia 

This paper is the first study to use the disaggregated data of the Czech foreign trade to examine 
the effect of exchange rate levels and volatility on trade flows. We analyze the period from 
1993 to 2013 and disaggregate the data according to trading partner and product category. 
The detailed results obtained from empirical estimations clearly show that the relationship 
between exchange rates and foreign trade in Czechia does not completely correspond with the 
theoretical assumptions. We revealed that domestic currency depreciation worsens in the 
long-term trade balance in substantial parts of the Czech foreign trade, such as in the trade of 
machinery and transport equipment with Germany, Austria and France. We also found that an 
increased exchange rate volatility does not necessarily reduce foreign trade turnover, as the 
results for crude materials, fuels, chemical and manufactured products indicate. Therefore, 
although Czechia is a small, open economy, the exchange rate effects on foreign trade 
significantly differ in magnitude and direction across the trading partners and product groups. 
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Introduction 
 

The relationship between exchange rates and international trade belongs among the 
topics that have attracted considerable interest in both academic research and policy making. 
An extensive body of literature has been published, particularly since the collapse of the 
Bretton Woods system, which brought about floating exchange rates of the major world 
currencies and increased exchange rate uncertainty. The effects of exchange rate on 
international trade can be examined from various perspectives. Traditionally, the studies 
concerning this issue have focused on the effects of exchange rates’ variability. More recently, 
principally due to the emergence of global economic imbalances, the attention in research 
and policy debates has shifted towards the effects of sustained exchange rate depreciation 
and exchange rate misalignments. Nevertheless, the global financial crisis and its subsequent 
developments caused the effects of exchange rate volatility to regain importance. This 
contemporary research concept is also applied in the present paper as we concurrently 
address both aspects of exchange rate development. 

In theory, the effect of exchange rate levels and their changes can be analyzed in terms of 
price and volume effects on exports and imports. Because the depreciation of the currency 
results in the reduction in the price of exports, the demanded quantity for them will increase. 
At the same time, the price of imports will rise, and their demanded quantity will decrease. A 
positive effect of currency depreciation on trade balance is, however, conditioned by the 
validity of the Marshall-Lerner condition, which states that the sum of export and import 
demand elasticity has to be at least one. This condition is usually not met in the short run. 
Therefore, the short-run deterioration and long-run improvement of trade balance after 
depreciation graphically resembles the letter “J” and is known in literature as the J-curve 
phenomenon.  

A classic theoretical view supported by many studies published throughout the 1970s and 
1980s holds that increases in exchange rate variability will have adverse effects on the volume 
of international trade. They argue that if changes in the exchange rate are unpredictable, it 
indicates uncertainty about companies’ profits and reduces the benefits of international 
trades. Hence, the main target of attention was the channel through which the uncertainty 
generated by short-run and long-run volatility is transmitted to the decision to trade, its 
expected profitability, and eventually the allocation of resources between tradable and non-
tradable goods and services (Auboin & Ruta, 2013). Furthermore, the relationship between 
exchange rate volatility and the volume of international trade can be affected by many other 
factors, such as the degree of competition, the role of invoicing currency, the absence of 
imported inputs, the aversion to risk, the commodity and geographical structure of trade or 
the availability of exchange rate hedging instruments. 

In this paper, we investigate the nature of the relationship between the exchange rate and 
international trade in Czechia. The Czech economy seems to be attractive and suited for such 
an analysis for many reasons. Czechia is a small, open economy with intensive involvement in 
foreign trade activities. The ratio of international trade to GDP has been increasing over time 
and exceeded 150% in 2013. A substantial part of Czech trade is done with other EU member 
countries and, hence, is denominated in the euro. Moreover, the Czech economy is largely 
owned by foreign investors. The weight of foreign controlled companies in the Czech economy 
varies between 45% and 60%, according to the indicator used. Czechia has been applying a 
floating exchange rate regime since 1997, and most recently, the exchange rate of Czech 
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koruna vis-à-vis the euro was adopted by the Czech National Bank as a regular monetary policy 
tool. 

Although the aforementioned characteristics have already motivated other researchers to 
publish several similar studies, our paper extends the research in a new direction. We fully 
address the criticism of using aggregate international trade data (see, e.g., Rose & Yellen, 
1989), and this paper represents the first study for Czechia that applies disaggregated data at 
the industry level. Therefore, the main purpose of the paper is to reveal the effect of exchange 
rate development on industry level trade flows in the context of the Czech economy. This 
study contributes to the current evidence by showing differences in the relationship between 
the exchange rate and international trade across the industries in a small open economy with 
strong trade connections to the EU and the euro area. To this end, the next section reviews 
relevant literature published in the examined field. The following section introduces the 
empirical model and data used in estimation. The next section presents and discusses the 
empirical results. Finally, the last section makes conducting remarks.  
 

1 Review of Relevant Literature 
 

The literature review section is structured in accordance with our research purpose to 
examine the relationship between the exchange rate and international trade from two 
viewpoints. First, we review studies that relate the trade volume to the exchange rate level, 
and second, we focus on papers that analyze the effects of exchange rate volatility on trade 
balance. 

 
1.1 Exchange Rate Levels and Trade 
 

The theoretical assumption that currency depreciation temporarily worsens a country’s 
trade balance and improves it later (J-curve effect) has not been conclusively validated by 
empirical research. The findings are mixed and depend on the country (region) and period 
under estimation and on the data and methodology used. Many studies have even confirmed 
a negative relationship or no long-term relationship at all. We refer to Bahmani-Oskooee and 
Ratha (2004) for an excellent in-depth review of the J-curve literature. According to Baek 
(2013), the literature concerning the J-curve issue tends to fall into one of the following 
categories. 

• Studies that used aggregate trade data (e.g., Bahmani-Oskooee, 1986; Felrningham, 
1988; Mahdavi & Sohrabian, 1993) 

• Studies that employed disaggregate trade data at a bilateral level (e.g., Wilson, 2001; 
Arora et al., 2003; Bahmani-Oskooee & Ratha, 2007) 

• Studies that used disaggregate trade data at the industry/commodity level (e.g., 
Bahmani-Oskooee et al., 2010; Bahmani-Oskooee & Hegerty, 2011; Bahmani-Oskooee 
et al., 2014) 

The first-type studies suffer from a substantial aggregation bias of data. Those studies 
usually employ data on trade balance between a country and the rest of the world along with 
an effective exchange rate. Furthermore, one needs to construct a proxy for the world income, 
which can also be partly misleading (Rose & Yellen, 1989). The second-generation studies, 
therefore, use bilateral exchange rates and bilateral trade balance data between a country 
and its major trading partners. However, these studies still do not address the issue of 
different responses of trade balance on exchange rates across the industries and/or 
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commodity groups. Hence, the third-type studies, which represent the most recent works, 
disaggregate the data to the industry level, as well. In other words, a greater availability of 
more precise data allows researchers to use exchange rates and industry/commodity-level 
data on a bilateral basis and simultaneously treats exports and imports separately to assess 
the relationship between exchange rate and trade balance accurately. 

Although many studies on the J-curve effect have been published, few of them focus on 
Central and Eastern European (CEE) countries and Czechia in particular. Bahmani-Oskooee and 
Kutan (2009) is the most comprehensive study of the J-curve phenomenon in emerging 
Europe. Based on data from 12 countries covering the period 1990-2005, they found empirical 
support for the J-curve effect in Bulgaria, Croatia and Russia. By contrast, no evidence of the 
J-curve effect was revealed for Czechia.  

More recently, Nusair (2013) applied a similar methodology of autoregressive distributed 
lag (ARDL) cointegration and a corresponding error correction model on data from 17 
emerging and transitioning countries over the period 1991-2012. In empirical estimations, an 
aggregate trade balance data and effective exchange rates are used. Although the J-curve 
effect was present in Armenia, Georgia and Ukraine, the Czech economy remained free of the 
J-curve effect. 

Two studies confirmed the existence of some characteristics associated with the J-curve 
effect on a bilateral basis. Hacker and Hatemi (2004) tested the J-curve for Czechia, Hungary 
and Poland in their bilateral trade with Germany. They came to the conclusion that trade 
balance deteriorates within a few months after depreciation and then rises to a long-run 
equilibrium value higher than the initial one. The J-curve effect in bilateral trade between 
Czechia and Germany was also empirically confirmed by Šimáková (2012), who applied a 
traditional methodology comprised of Johansen’s cointegration and error correction model. 
Moreover, Šimáková (2012) also found the J-curve in Czechia’s trade with Poland.  

On the contrary, Hsing (2009) examined the J-curve for the bilateral trade of six CEE 
countries, including Czechia and the USA, and found no evidence of this effect in any of the 
analyzed states. This inconsistency can be related to the relatively insignificant share of the 
USA in the international trade of the CEE countries. For example, during the period 1993-2013, 
the USA was the twelfth most prominent trading partner of Czechia with a share of 2.2%. This 
share is considerably less than Germany, which is the most important trading partner of 
Czechia with a share of 31.5%.  

 
1.2 Exchange Rate Volatility and Trade 
 

The question of whether exchange rate uncertainty reduces incentives to trade 
internationally has been of permanent research interest, particularly since the early 1970s, 
when major currencies quit the fixed exchange rate regime and started to flow. A classical 
model that explains how exchange rate volatility affects trading firms was introduced by Clark 
(1973) and later refined by Hooper and Hohlhagen (1978). The model assumes a small firm in 
a perfectly competitive market producing a single output entirely for export. The product 
contains no imported input, and the firm is completely paid in foreign currency with limited 
access to currency hedging. Therefore, the firm has an open exchange rate exposure, and the 
uncertainty about future exchange rates is fully reflected in the uncertainty about future 
revenues in the domestic currency. As a result, the exchange rate volatility reduces the firm’s 
output and export as the firm is forced to curtail its exposure to exchange rate risk. In 
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summary, this basic model establishes a rather negative relationship between exchange rate 
volatility and international trade. 

Although studies published during the 1970s and 1980s broadly support the view of this 
classical approach, subsequent research inspected the assumptions thoroughly and relaxed 
them gradually. This paved the way to more sophisticated models with a multi-country and 
multi-currency environment and diversified firms, in which the relationship between 
exchange rates, the supply of goods, and the decision to trade became more ambiguous 
(Auboin & Ruta, 2013). Some models introduced in the late 1980s and early 1990s focus on 
hysteresis in global trade and come to the conclusion that the high volatility of exchange rates 
and the related uncertainty can contribute to the decision to enter or exit international trade 
in the presence of sunk costs. In this situation, the responsiveness of firms to short-run 
exchange rate fluctuations would be limited, and firms would prefer a wait-and-see attitude. 
Some other models overlook the effects of exchange rate volatility on the volume of trade and 
emphasize the effects on the composition of international trade. In such a model, exchange 
rate risk reduces net trade, which is the difference between gross trade and intra-industry 
trade (Kumar, 1992). 

As is evident from the review of theoretical approaches, there is no consensus among the 
models on the effects of exchange rate volatility on trade. Furthermore, vast empirical 
research conducted in support of theoretical models’ considerations provides no less 
ambiguous evidence on this issue. One can illustrate this lack of consensus by the conclusions 
formulated in Taglioni (2002) or Ozturk (2006), which hold that if the presumed adverse effect 
of exchange rate volatility on trade flows exists, it is certainly not large. This finding is shared 
by Rajan (2004), but he discovered that the exchange rate volatility is more likely to reduce 
international trade if the research focuses on bilateral trade instead of aggregate trade. 

The empirical literature examining the effect of exchange rate volatility on trade in Czechia 
is even rarer than the literature that examines the effect of exchange rate levels. The effect of 
exchange rate volatility on trade is often analyzed with a gravity model and an estimation of 
the respective gravity equation, which is also the case of three papers cited here. 

Ferto and Fogarasi (2011) explored the effect in a balanced panel of six CEE countries 
including Czechia over the period 1999-2008. They focused on trade with agricultural products 
and found a negative effect of exchange rate volatility on exports when the Pseudo-Maximum-
Likelihood estimator method was applied. A similar conclusion is drawn in Šimáková (2014), 
who tested the effect of exchange rate volatility on bilateral trade flows between Czechia and 
its 17 major trading partners in 1997-2012. Šimáková (2014) applied an enhanced 
methodology compared to Ferto and Fogarasi (2011) and used an extended gravity model that 
controls for other factors likely to determine bilateral trade. The estimation of the panel 
regression led to the conclusion that a doubling of exchange rate volatility reduces trade by 
3%.  

In accordance with Šimáková (2014), a significant and negative effect of exchange rate 
volatility on trade was revealed by Babecká Kucharčuková (2014). She alternatively applied 
static and dynamic versions of the gravity model on a panel dataset that contained 38 trading 
partners of Czechia from 1999-2008. The magnitude of the exchange rate volatility effect is 
greater in the dynamic model. A 100% increase in bilateral exchange rate volatility leads to a 
decrease in trade of 2.9-3.1% in the dynamic model (similar to findings of Šimáková (2014)) 
and 0.6-1.2% in the static model. 

In addition to gravity models, the exchange rate volatility effect can be examined by other 
methods. For instance, Tomanová (2013) used a volatility series obtained from a GARCH 
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model in ARDL cointegration and error correction modelling for bilateral export flows between 
CEE countries and the euro area over the period 1999-2013. No significant result was found, 
and the effect of exchange rate volatility turned out to be ambiguous.  
 

2 Models and Data Specification 
 

Following recent studies (e.g., Bahmani-Oskooee & Kutan, 2009; Hsing, 2009) equation (1) 
is adopted in the empirical modelling of the long-term relationship between exchange rates 
and trade balance. We apply the cointegration procedure developed by Johansen (1997) to 
avoid the main criticism of early studies, whose results could suffer from a spurious regression 
problem because of non-stationary data. 

 
𝑙𝑛𝑇𝐵𝑝,𝑡 = 𝛼 + 𝛽𝑙𝑛𝑌𝑑,𝑡 + 𝛾𝑙𝑛𝑌𝑓,𝑡 + 𝜆𝑙𝑛𝐸𝑅𝑓,𝑡 + 𝜀𝑡          (1) 

 
where TBp is a measure of the trade balance in time period t defined as the ratio of exports 

of the Czech Republic to country f over the Czech imports from country f in a selected product 
group p. Yd is measure of the Czech industrial production (proxy for monthly Czech income) 
set in index form to make it unit free (Bahmani-Oskoee, 1991); Yf is the index of industrial 
production in trading partner f, and ERf is the bilateral exchange rate. The exchange rate is in 
a direct quotation, i.e., defined in a manner such that an increase reflects a depreciation of 
the CZK. 𝜀𝑡 represents an error term. 

Because an increase in foreign income Yf is expected to increase the Czech exports to a 
certain country, an estimate of γ is expected to be positive. An increase in Czech income Yd is 
assumed to increase the Czech imports; therefore, an estimate of β is expected to be negative. 
Finally, we expect the parameter λ to be positive because the trade balance of an industry 
should improve due to CZK depreciation. 

To test the short-run relationship, a short term dynamic is incorporated into the long-run 
model. In accordance with Hsing (2009), we apply the following modified error correction 
model (2), where EC is the disequilibrium term and  𝜗𝑘𝐸𝐶𝑡−1represents the error correction 
mechanism: 

 

∆𝑙𝑛𝑇𝐵𝑝,𝑡 = 𝛼 + ∑ 𝜔𝑘∆𝑙𝑛𝑇𝐵𝑡−𝑘 + ∑ 𝛽𝑘∆𝑙𝑛𝑌𝑑,𝑡−𝑘

𝑛

𝑘=1

+ ∑ 𝛾𝑘∆𝑙𝑛𝑌𝑓,𝑡−𝑘

𝑛

𝑘=1

+ ∑ λ 𝑘
∆𝑙𝑛𝐸𝑅𝑓,𝑡−𝑘

𝑛

𝑘=1

+ 𝜗𝑘𝐸𝐶𝑡−1 + 𝜀𝑡

𝑛

𝑘=1

 

                          (2) 
 

To estimate the effect of exchange rate volatility on foreign trade, we apply a gravity 
model. A frequent criticism of this approach for insufficient theoretical foundations has been 
eliminated in recent years. The model has a lineage that goes back to Tinbergen (1962) and 
Pöyhönen (1963), who specified the gravity model equation as follows (3): 

 

𝑋𝑑𝑓 = 𝛿
𝑌𝑑

𝛽1𝑌𝑓
𝛽2

𝐷𝑑𝑓
𝜃                      (3) 

 
where δ, β1(2)  and θ are the parameters of the modified equation, Xdf is the bilateral trade 

between countries, and Ddf is the distance between these two countries. Trade in the gravity 
equation is predicted to be a positive function of income (because countries with larger 
economies tends to trade more in absolute terms) and a negative function of distance. 
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According to Arvas (2008), the distance can be a proxy for transport costs and an indicator of 
the time elapsed during shipment; it can be correlated with the cost of searching for trading 
opportunities and considered a proxy for culture differences connected to different consumer 
patterns. 

The basic gravity equation is frequently extended to incorporate other factors that 
stimulate or reduce bilateral trade flows. One of the most frequently used factors is the 
population size of the respective countries. Generally, the coefficient for a country’s 
population is expected to be positive because a larger market in the recipient country is 
expected to demand more goods, and the population of the export country is expected to be 
able to supply more as the population grows in size. Recent models also include many dummy 
variables that should have an effect on transaction costs. For example, common borders, 
languages and memberships in custom unions are supposed to decrease transaction costs and 
promote trade (Arricia, 1998). For the purpose of this paper, we incorporate exchange rate 
volatility and the existence of a common border into the model. Regarding methodology, we 
follow Tichý (2007) and Baldwin et al. (2005) and employ the following augmented gravity 
equation (4): 

 
𝑙𝑛𝑋𝑝,𝑑𝑓 = 𝛼 + 𝛽1𝑙𝑛𝑌𝑑 + 𝛽2𝑌𝑓 + 𝛽3𝑙𝑛𝑃𝑂𝑃𝑑 + 𝛽4𝑙𝑛𝑃𝑂𝑃𝑓 + 𝛽5𝑙𝑛𝐷𝑑𝑓 + 𝛽6𝑙𝑛𝑉(𝐸𝑅)𝑓 +

𝛽6𝑙𝑛𝐶𝐵𝑑𝑓 + 𝑢𝑖𝑗                  (4) 

 
where POPd(f) stands for the population of country d(f) participating in bilateral trade and 

dummy variable CBdf represents a common border (it equals 1 if the trading partner shares a 
common border with a domestic country and 0 if not), V(ER)f is the exchange rate volatility, α 
and βk are the unknown parameters of the model, and uij is the error term. Xp represents the 
total trade turnover between the pair of countries in an individual product group. 

To measure the exchange rate volatility, we used the GARCH model in following form (5): 
 

𝜎𝑡
2 =  𝛼0 + ∑ 𝛼𝑖𝑒𝑡−𝑖

2𝑚
𝑖=1 + ∑ 𝛽𝑗𝜎𝑡−𝑗

2𝑠
𝑗=1               (5) 

 
where 𝜎𝑡

2 is the conditional variance, parameter 𝛼0 > 0 and the constraints 𝛼𝑖 ≥ 0, 𝛽𝑗 ≥ 0 

are needed to ensure 𝜎𝑡
2 is positive (Campbell et al., 1997). The variance of the disturbance 

term for each period is modelled as a function of the errors in the previous periods. 
As Arvas (2008) states, standard gravity models usually employ cross-section data to 

estimate trade patterns in a given year, or averaged data. We employ panel data regression 
to avoid the risk of choosing an unrepresentative year and to monitor unobservable individual 
effects between trading partners. This can provide additional insights to trading relationships. 
In addition, using of panel data is particularly suggested for estimation of relationship between 
international trade and exchange rate volatility. 

Before estimating ordinary least squares regression on panel data, it is needed to 
determine data set effects as random or fixed. The fixed effects are present when the 
heterogeneity in the model is unobservable, but correlated with any variable included in 
model. Per contra, the heterogeneity in random effects is also unobservable, but it is not 
correlated with any other variable. In this case we follow Tichý (2007) and use the Breusch-
Pagan Langrage multiplier test.  We calculated the test criteria from equation (6) where T is 
the length of time series, n is the number of unit in cross-section dimension and eit is a residual 
term. 
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𝐿𝑀 =
𝑛𝑇

2(𝑇−1)
[

∑ .(∑ 𝑒𝑛
𝑇
𝑡’1 )

2𝑛
𝑖’1

∑ .𝑛
𝑖=1 ∑ 𝑒𝑖𝑡

2𝑇
𝑡=1

− 1]

2

              (6) 

 
All time series used for estimation are on a monthly frequency and cover the period from 

1993 to 2013. The data of industrial production and bilateral exchange rates were obtained 
from the OECD iLibrary statistical database. The data of import and export flows were 
obtained from the Czech Statistical Office. The product groups used in estimations are 
determined on the basis of SITC classification: 

• T0: Food and live animals; 
• T1: Beverages and tobacco; 
• T2: Crude materials, inedible, except fuels; 
• T3: Mineral fuels, lubricants and related materials; 
• T4: Animal and vegetable oils, fats and waxes; 
• T5: Chemicals and related products; 
• T6: Manufactured goods; 
• T7: Machinery and transport equipment; 
• T8: Miscellaneous manufactured articles; and 
• T9: Commodities and transactions not classified elsewhere in the SITC. 
 
Table 1 shows the average share of individual product categories on Czechia’s total 

international trade during the period 1993-2013. Table 1 also includes percentage changes of 
the product groups’ shares from 1993 to 2013. Almost half of total trade falls into product 
category T7, and two more product groups (T6 and T8) represent an additional 20% and 10% 
of international trade, respectively. 

 
Tab. 1: Commodity structure of Czechia’s international trade (in %, 1993-2013) 

 T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 

Share 3.95 0.66 2.88 6.14 0.19 8.59 19.61 46.49 10.85 0.63 

Change -31.76 -38.13 -100.18 -26.27 -13.25 -19.54 -23.42 55.12 -9.37 -77.58 

Source: authors’ calculations 
 
The time series for the population were acquired from Eurostat. The data on the distance 

between Czechia and its trading partners were taken from the GeoDist database. The bilateral 
distances are measured using city-level data. The capital city is considered to be the economic 
center in all trading countries included in the estimations. 

 
3 Empirical Analysis and Findings 
 

In the empirical estimation, we work with the six largest trading partners of Czechia: 
Austria (AT), Germany (DE), France (FR), Italy (IT), Poland (PL), and Slovakia (SK). Their shares 
on Czechia’s total international trade volume are presented in Table 2 in the row labeled TT. 
Furthermore, we report the shares of these countries on international trade in each of the 
product categories. 

It is evident from the reported indices that Germany is by far the most important trading 
partner of Czechia with an average share of 31.47% of the total trade. Moreover, the 
Germany’s share has been increasing over time. Slovakia and Austria are Czechia’s second and 
third largest partners with shares of 8.62% and 4.96%, respectively. However, both countries 
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lost a substantial part of trade during the period 1993-2013. The shares of the remaining 
partners are similar to that of Austria and oscillate between 4% and 5%. Although the shares 
of Poland and France on Czechia’s trade increased over the period analyzed, Italy’s share 
dropped by almost 23%. 

The dominant position of Germany in the total trade is also mirrored in the majority of the 
product categories. The only exceptions are groups T1 and T3 in which Slovakia takes over the 
position of major trading partner. Austria shows an above-average share in the category T2 
(12%), Italy excels in the T1 group (9%), and Poland trades intensively with Czechia in groups 
T0 and T4 (10-11%). There is no apparent specialization of France; its share in any product 
category does not significantly surpass the share of total trade. 

One can observe several extraordinary changes and shifts in Czechia’s international trade 
structure. For example, the share of Poland of trade with T4 products increased by 1843% 
from 1993 to 2013, and its share in the T0 category increased by 490%. Furthermore, France’s 
share in trade with T1 goods raised by 543%, and Italy’s share in the same product category 
increased by 453%. 

 
Tab. 2: Overview of Czechia’s international trade with major partners in individual  

product groups (in %, 1993-2013) 
 AT DE FR IT PL SK 

 μ Δ μ Δ μ Δ μ Δ μ Δ μ Δ 

TT 4.96 -44.47 31.47 11.16 4.12 65.28 4.37 -22.98 4.87 152.25 8.62 -60.27 

T0 4.19 19.11 20.27 22.36 3.50 69.69 4.12 54.47 10.13 490.51 15.18 -16.67 

T1 3.72 -18.61 12.82 -4.17 3.31 542.82 8.98 452.8 5.76 152.20 23.94 -55.44 

T2 12.00 -32.97 25.60 -11.32 1.90 11.51 4.99 1.42 5.65 169.68 8.13 -16.93 

T3 8.40 -28.89 14.32 75.20 0.26 140.26 0.49 -89.75 7.37 61.31 14.59 -2.63 

T4 5.92 30.95 29.30 -59.81 1.22 33.48 2.50 10.27 10.74 1843.2 19.10 -25.61 

T5 4.39 -49.04 28.17 12.17 5.12 22.44 5.20 -29.67 6.87 69.03 10.73 -69.37 

T6 5.48 -25.97 33.86 13.90 3.36 70.73 5.24 -12.16 6.82 246.63 1.33 -61.51 

T7 3.82 -57.47 34.56 2.10 5.30 67.14 4.19 -30.98 2.93 163.88 5.56 -68.02 

T8 5.23 -38.92 35.15 -3.89 3.17 29.11 4.85 -32.37 4.13 227.59 6.93 -64.30 

T9 6.84 166.60 35.69 58.28 1.62 -81.49 
 

2.49 80.40 3.61 516.70 12.80 15.19 

Note: μ is the average share and Δ is the change of the share over the sample period 
Source: authors’ calculations 

 
Logarithmic transformation was performed to reduce skewedness and heteroscedasticity 

and to stabilize variability. The stability of regressors is needed in empirical estimation. The 
integration of time series was determined by the augmented Dickey-Fuller test. Each 
individual time series was tested for the presence of unit roots, and the first-difference 
stationarity was found for all variables. 

Because the choice of lag orders of the variables in the vector error correction model 
specification can have a significant effect on the inferences drawn from the model, we 
sequentially determined the appropriate lag length for each variable. The literature typically 
shows lags centered around two years for many countries, but the exact number can differ 
across the trading partners due to the different character and elasticity of trading goods and 
time lags in the consumers’ search for acceptable, cheaper alternatives (Auboin & Ruta, 2013).  

 The optimal lags for each estimated trading partner within different product groups are 
reported in Table 3. In the same table, one can see results of the Johansen cointegration test 
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on the number of existing cointegration equations. The product groups T4 and T9 were 
excluded from the analysis due to data inconsistency. 

 
Tab. 3: Number of lags and cointegration equations 

 
AT DE FR IT PL SK 

lags equat. lags equat. lags equat. lags equat. lags equat. lags equat. 

T0 3 1 4 2 4 1 4 2 2 2 2 1 

T1 3 1 4 1 2 1 4 1 2 1 2 1 

T2 3 1 4 1 4 1 4 1 2 2 2 1 

T3 3 0 5 1 5 1 4 1 2 1 2 1 

T5 3 1 4 1 5 1 13 1 2 1 1 1 

T6 13 0 13 1 13 1 13 0 2 2 17 2 

T7 13 1 13 2 13 1 15 1 2 1 17 2 

T8 13 1 13 1 15 0 15 1 2 1 12 1 

Source: authors’ calculations 
 
As observed from Table 3, the lag structure differs more across different product 

categories than across different trading partners. In general, higher lags are typical for groups 
of manufactured goods, machinery and transport equipment and miscellaneous 
manufactured articles. These categories of goods are supposed to be purchased under long-
term contracts, and it usually takes more time to adapt to new price conditions. 

We run 48 cointegration estimations (trade in 8 product groups with 6 countries) but did 
not reveal cointegration equations in all cases. No long-term relationship with exchange rate 
development was found, particularly for product groups T3 and T6 traded with Austria, T6 
traded with Italy and T8 with France. As a next step, we proceeded with assessing the long-
term coefficient estimates for the models with evidence of a cointegrating relationship. 
Detailed results can be observed in Table 4. 

The theoretical expectations of the positive effect of foreign income and the exchange rate 
and the negative effect of domestic income on trade balance are not convincingly confirmed 
across the dataset. The expected signs were revealed for 59% of coefficients of domestic 
income and foreign income and for 66% of exchange rate coefficients. From the country-level 
perspective, the highest concordance with theoretical assumptions was found in trade with 
France (76% of coefficient signs match the expectations). By contrast, the lowest conformity 
with theory was revealed in trade with Italy (only 43% of coefficients correspond with 
expectations). Germany, as the largest trading partner of Czechia, demonstrates a 62% 
conformity with theoretical assumptions. On the industry level, trade with T6, T1 and T5 
products seems to be very close to the theory, with more than 70% of coefficients signs in 
accordance with expectations. On the contrary, international trade with products falling into 
product groups T0 and T3 demonstrates very low conformity with expectations, with only 39% 
and 46% of correctly signed coefficients. 

Although a positive effect of CZK depreciation on trade balance prevails in the results 
obtained, it can be observed in Table 4 that many coefficient for the largest trading partners 
and the most important product groups suggest an opposite effect. For instance, the 
depreciation of CZK worsens the trade balance with Germany in group T7. Because the T7 
group accounts for 46.5% of Czechia’s international trade and Germany’s share in this product 
group is 34.6%, the negative effect of CZK depreciation relates to 16% of Czechia’s total 
international trade. A similar conclusion can be drawn for T7 trade with Austria, France and 
Italy or for T8 trade with Austria, Italy and Poland. All the mentioned cases of the opposite-
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than-expected effect of CZK depreciation jointly comprise 23.5% of total trade, which cannot 
be considered negligible. 

 
Tab. 4: Estimated long run coefficients of trade models 

 AT DE FR IT PL SK 

 Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER Yd Yf ER 

T0 15.6 -2.77 1.08 9.91 -1.16 1.24 24.84 -19.7 6.73 3.97 -0.25 0.92 8.44 -1.51 1.51 -3.06 1.99 -1.38 

 (3.57) (2.31) (0.29) (3.09) (3.92) (4.78) (6.20) (9.53) (6.73) (0.75) (0.89) (0.10) (2.43) (1.28) (0.21) (0.78) (0.65) (0.64) 

T1 -0.32 -1.03 -1.01 12.14 -14.97 -0.21 -0.7 3.07 0.12 -4.81 7.01 0.25 -2.07 0.16 0.46 -7.6 5.53 0.63 

 (0.48) (0.39) (0.02) (1.76) (2.51) (0.07) (1.22) (2.02) (0.11) (0.55) (1.31) (0.08) (2.16) (1.18) (0.07) (1.34) (1.12) (1.09) 

T2 -2.32 5.99 0.82 -0.31 0.46 0.09 4.11 6.62 2.87 0.96 1.44 0.81 1.87 -0.82 0.77 1.07 -1.03 0.38 

 (0.98) (1.45) (0.21) (0.29) (0.51) (0.04) (0.73) (1.83) (0.45) (0.12) (0.28) (0.04) (0.47) (0.29) (0.06) (0.36) (0.29) (0.29) 

T3 - - - 1.23 1.76 0.09 -1.19 6.13 0.14 6.69 -1.25 -0.02 -0.09 -0.57 -0.10 0.89 -2.29 1.61 

    (0.81) (1.23) (0.02) (0.53) (1.51) (0.05) (0.75) (2.14) (0.10) (2.45) (1.31) (0.08) (1.08) (0.90) (0.89) 

T5 -2.09 0.46 -0.93 -8.68 10.41 0.91 -1.26 0.29 0.25 3.16 0.94 -0.94 -0.12 -0.00 0.23 -1.82 0.68 -0.16 

 (0.32) (0.28) (0.03) (2.23) (3.37) (0.18) (0.57) (0.84) (0.12) (0.75) (0.75) (0.15) (0.51) (0.26) (0.04) (0.32) (0.27) (0.26) 

T6 - - - -1.11 2.14 0.03 0.14 0.81 0.05 - - - -0.59 0.48 0.28 1.71 -1.87 0.28 

    (1.57) (1.96) (0.30) (0.31) (0.44) (0.11)    (0.39) (0.21) (0.05) (0.61) (0.51) (0.15) 

T7 -8.14 3.99 -1.57 -3.03 3.01 -0.49 -3.78 2.91 -0.60 -4.85 -2.92 -0.57 10.98 -6.67 1.74 -1.78 0.87 0.47 

 (1.61) (1.22) (0.16) (0.67) (0.98) (0.87) (0.24) (0.69) (0.13) (0.68) (1.01) (0.20) (2.38) (1.49) (0.30) (0.39) (0.37) (0.43) 

T8 -4.41 1.60 -1.14 4.49 -10.76 0.14 - - - -4.53 -0.72 -0.55 -2.45 0.82 -0.57 -1.02 0.42 2.29 

 (0.59) (0.46) (0.06) (1.95) (2.87) (0.23)    (0.66) (1.03) (0.21) (0.75) (0.49) (0.09) 
 

(0.48) (0.40) (0.39) 

Note: standard errors in parentheses 
Source: authors’ calculations 

 
An ambiguous effect of exchange rate can be explained by several characteristics of 

Czechia’s international trade. Czechia’s exports and entire economy rely extremely heavily on 
imports. The share of imported goods on GDP was 66% in 2012, which put Czechia at fifth 
place in the EU (the EU average is 32%). Only 27% of total imports are used for final 
consumption. The remaining 73% of imports represent semi-finished products or goods used 
in further production processes. In other words, a 100 CZK of new value added produced in 
the Czech economy in 2012 required 73 CZK of imported goods and services. For comparison, 
the demand for import was only 60 CZK per 100 CZK of new value added in 2002 (an increase 
of 21.5%). 

Another typical feature of the Czech economy is a strong presence of foreign direct 
investment (see e.g., Roubíčková & Růčková, 2014). Many foreign-owned companies with 
production facilities in Czechia belong to multinational corporations with operations in various 
countries. Therefore, they are also involved in intensive export/import transactions within the 
multinational company or with related enterprises. Kiss and Schuszter (2014) also discuss the 
pros and cons of corporate financing through loans in foreign currencies. Hence, all the 
mentioned attributes lead to the fact that a substantial part of international trade in Czechia 
is associated with natural hedging. Čadek et al. (2011) analyzed the hedging behavior of Czech 
exporting firms and found that most exporters use natural hedging; i.e., they balance incoming 
and outgoing payments in foreign currency and foreign currency assets and liabilities. In 2009, 
almost 60% of hedged exports were hedged using natural hedging, and the rest were covered 
primarily by financial derivatives. Čadek et al. (2011) also revealed that 88% of exports in 2009 
were hedged by any type of hedging strategy. Moreover, Czech exporters typically use hedging 
instruments with a maturity of between three months and one year. In summary, one can 
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identify many factors in the Czech economy that cause the pass-through of exchange rate 
changes into the trade balance to be weaker and less forthright than the theory suggests. 

 
Tab. 5: Estimated short run coefficients of exchange rate level 

 Δ1 Δ 2 Δ 3 Δ 4 Δ 5 Δ 6 Δ 7 Δ 8 Δ 9 Δ 10 Δ 11 Δ 12 Δ 13 Δ 14 Δ 15 Δ 16 Δ 17 

T0                  

AT 0.13 -0.02 0.08               

DE -0.01 0.05a 0.02 0.01              

FR 0.11 -0.05 -0.02 0.04              

IT 0.07 0.03 -0.05 -0.02              

PL -0.07 -0.01                

SK 0.02 -0.01                

T1                  

AT 0.19 0.08 -0.14               

DE -0.04 -0.08 -0.08a -0.06a             

FR -0.05 0.01                

IT 0.04 -0.14a -0.15a -0.09              

PL 0.20 0.20                

SK -0.19b -0.05                

T2                  

AT 0.23 0.19 0.02               

DE 0.07 0.05a 0.07a 0.02              

FR 0.01 0.01 -0.07 -0.01              

IT 0.08 0.08 -0.07 0.12a             

PL -0.09 0.01                

SK -0.01 0.02                

T3                  

DE 0.04a 0.03a 0.02a 0.04a 0.04a            

FR 0.14b 0.10 0.13b 0.42b -0.09b            

IT -0.01 -0.11 -0.07 -0.11              

PL 0.03 -0.01a               

SK 0.06a 0.01                

T5                  

AT -0.20 -0.14 0.06               

DE -0.01 -0.08 -0.01 -0.01              

FR 0.23 0.39 0.13 -0.34 -0.02             

IT -0.22b -0.18a -0.17a -0.13b -0.17b -0.08 -0.11b -0.05 -0.12b -0.19a -0.18a -0.00 -0.11b    

PL -0.14b -0.04                

SK -0.05                 

T6                  

DE -0.01 -0.02 0.04 0.02 -0.00 0.01 0.04 -0.00 0.00 0.06 0.04 0.05b 0.03     

FR 0.04 -0.06 -0.05 0.13 0.19 0.15 0.19 -0.06 0.03 0.05 0.06 0.12 0.26     

PL -0.03 -0.01                

SK 0.38 -0.49 0.56 -0.11a -0.74a 1.00 -0.27b -0.24 0.23 -0.31 0.43 -0.18 -0.69b -0.93 0.02 -0.79 -0.23 

T7                  

AT 0.16 0.25 0.01 -0.01 -0.15 -0.22 -0.22 -0.17 -0.13 -0.17 -0.33b -0.16 0.12     

DE 0.03 0.03 0.01 0.02 0.01 -0.03 -0.02 -0.00 0.01 0.00 0.04b 0.04b -0.01     

FR -0.08 -0.03a 0.11 0.10 0.13 -0.01 0.04 0.05 0.08 0.03 0.18 0.15 0.20    

IT -0.08 -0.32b -0.22a -0.11 -0.20b -0.17b 0.01 0.01 0.02 -0.03 -0.07 0.06 -0.06 -0.03 -0.07   

PL 0.05 -0.01                

SK 0.07 0.14 0.09 -0.04 -0.07 0.04 0.08 0.08 0.07 0.24 0.20 0.18 0.22 0.04 0.14 0.18b 0.12 

T8                  

AT 0.30 0.33 0.09 -0.01 0.15 0.11 0.09 -0.06 -0.12 -0.17 -0.11 0.06 0.13     

DE 0.07 0.07 0.06 0.04 0.03 0.01 0.05 0.04 0.03 0.06 0.05a 0.06a 0.03     

IT -0.00 -0.18b -0.23 -0.07b -0.19b -0.12b -0.21 -0.07 -0.04 -0.01a 0.00 0.20 0.00 0.00 0.01   

PL 0.06 -0.01                

SK -1.48 -0.45 0.21 -0.13 -0.20 1.05 -0.37 -1.49 0.15 -0.05 -0.77 0.54      

Note: a, b denote significance level at the 5% and 10% level respectively 
Source: authors’ calculations 
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As indicated before, the short-run effects of depreciation are reflected in the coefficient 

estimates obtained for the lagged value of the first differenced exchange rate variable (Table 
5). The J-curve approach allows us to distinguish the short-run effects from the long-run 
effects. The traditional J-curve is confirmed if the estimate of the coefficient for the exchange 
rate is significantly negative at lower lags and is followed by a significantly positive coefficient 
at longer lags. Simultaneously, the J-curve can be represented as negative short-run 
coefficients, followed by a positive long-run coefficient.  

In this study, only some short-term coefficients are statistically significant. The most 
statistically significant coefficients are revealed for trade with Germany. These coefficients 
show a positive short-term relationship between exchange rate and trade balance in T2, T3 
and T8 product groups. On the contrary, significantly negative coefficients can be found for 
groups T1, T5, T7 and T8 traded with Italy and in T6 traded with Slovakia. The short-run 
significant negative coefficient in T1 traded with Italy and T6 traded with Slovakia are 
associated with a positive long-run relationship and jointly confirm the only examples of the 
J-curve pattern found in this paper. For other cases examined, the J-curve phenomenon is not 
supported by the estimated coefficients of exchange rates. These findings are similar to the 
conclusions of other studies analyzing Czechia (e.g., Bahmani-Oskooee & Kutan, 2009; Nusair, 
2013). 

In the second part of the empirical section, we estimated the extended gravity model to 
examine the effect of exchange rate volatility on foreign trade. We apply the least squares 
method for panel data in the model estimation. The dependent variable in the model is the 
total trade turnover between Czechia and its selected trading partners within individual 
product groups. We have included 6 cross-sections (trading partners) and 251 periods 
(monthly data from January 1993 to November 2013). Therefore, we yielded in total 1506 
panel observations for each product group. The results of the estimation are summarized in 
Table 6. 

 
Tab. 6: Estimated coefficients of gravity model 

 T0 T1 T2 T3 T5 T6 T7 T8 

Yd 2.14 3.61 1.51 1.74 1.98 2.06 2.06 2.06 

 (0.06) (0.12) (0.06) (0.11) (0.04) (0.05) (0.06) (0.07) 

Yf 0.76 2.61 1.67 0.66 0.71 1.42 0.93 0.95 

 (0.05) (0.09) (0.05) (0.09) (0.03) (0.04) (0.05) (0.06) 

POPd -0.29 -1.78 -2.42 -1.53 0.24 -1.46 1.45 1.54 

 (0.16) (0.30) (0.16) (0.29) (0.09) (0.12) (0.17) (0.13) 

POPf 1.13 -0.46 -1.55 -0.50 1.27 0.01 3.35 3.14 

 (0.12) (0.23) (0.13) (0.22) (0.07) (0.09) (0.14) (0.13) 

V(ER)f -0.46 0.72 1.75 0.54 0.24 0.93 -0.11 -0.20 

 (0.08) (0.15) (0.08) (0.14) (0.05) (0.06) (0.08) (0.11) 

Ddf -1.29 -0.43 
 

4.88 2.69 -2.19 1.48 -7.14 -6.21 
 (0.37) (0.69) (0.38) (0.66) (0.22) (0.28) (0.41) (0.32) 

CBdf 0.65 1.31 4.87 5.23 0.15 2.74 -2.74 -2.33 

 (0.22) (0.42) (0.23) (0.40) (0.13) (0.17) (0.25) (0.14) 

Note: Standard errors in parentheses 
Source: authors’ calculations  
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Most of the parameters obtained from the panel regressions are highly significant. The 
few exceptions are coefficients Ddf (T1), CBdf (T5) and POPf (T6). Across the product groups, we 
can observe a positive effect of both domestic and foreign income on foreign trade. Notably, 
the estimated influence of the domestic effect seems to be generally larger than the effect of 
foreign income (except the T2 product group). The estimated effect of population size is not 
as uniform. The theoretical expectations of the positive effect of the population size are 
empirically confirmed only for product groups T5, T7 and T8. For the same commodities, we 
revealed a negative effect of the distance between economic centers on trade turnover. 
However, a common border decreases the trade turnover in product categories T7 and T8. 

Regarding the effect of exchange rate volatility, our results are not completely in 
conformity with existing literature. Whereas Šimáková (2014) and Babecká Kucharčuková 
(2014) apply aggregate data and validate the theoretical assumption of the negative effect of 
exchange rate volatility on Czech foreign trade, the present study with disaggregated data 
discovers a variable effect of volatility depending on the product group. A negative effect on 
trade was detected in the groups T0, T7 and T8. These groups jointly account for 61.3% of 
Czechia’s foreign trade. By contrast, a higher exchange rate volatility seems to increase foreign 
trade turnover in T1, T2, T3, and T5 product categories (18.3% of total foreign trade). Such 
diversity in the estimated coefficients of exchange rate volatility can also be found in papers 
applying disaggregated data to countries other than Czechia (Bahmani-Oskooee & Wang, 
2007; Bahmani-Oskooee et al., 2014). 

 

Conclusion 
 
The paper sheds some new light on the relationship between exchange rates and foreign 

trade in Czechia. We particularly examine the effect of exchange rate levels on trade balance 
and the effect of exchange rate volatility on foreign trade turnover. Whereas the former issue 
is analyzed by cointegration and vector error correction model, the latter is examined by the 
extended gravity model with panel data. Because the present paper represents the first study 
to focus on Czechia and employ disaggregated industry-level data of bilateral trade with 
largest trading partners, the greatest contribution of this study are the more detailed results. 

We found that the effect of the exchange rate on trade balance is ambiguous. Although 
most of the estimations indicate that the depreciation of Czech koruna improves the trade 
balance, the empirical findings for the largest trading partners and most important product 
groups show an opposite effect. As the most typical example of the negative effect of koruna 
depreciation, one can mention the trading of machinery and transport equipment with 
Germany, Austria or France. A similar conclusion can also be drawn for the product group of 
miscellaneous manufactured articles. The J-curve effect, i.e., the temporary worsening and 
later improvement of trade balance after depreciation, was empirically confirmed only for the 
trading of beverages and tobacco with Italy and for the trading of manufactured goods with 
Slovakia. The theoretical assumptions are not entirely met even in the case of the effect of 
exchange rate volatility on foreign trade. We found evidence that higher volatility increases 
the turnover of foreign trade with beverages and tobacco, crude materials, mineral fuels, 
lubricants, chemicals and manufactured products. By contrast, the textbook expectations of 
the negative effect of volatility are validated for the remaining product groups, including 
machinery, transport equipment, food and animals. 

In summary, the results based on disaggregated data clearly demonstrate that the role 
and effect of exchange rates on Czechia’s foreign trade are not definite. One cannot simply 
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assume that the depreciation of Czech koruna will boost exports, reduce imports and, hence, 
improve the trade balance. It cannot be taken for granted, either, that increased exchange 
rate volatility automatically reduces foreign trade turnover. This conclusion can be associated 
with the fact that Czech exporters and importers intensively hedge their foreign trade 
activities, Czech exports are significantly dependent on imports, and Czech companies are 
largely owned by foreign investors and belong to multinational corporations. Therefore, 
product groups and trading partners should be carefully distinguished when considering 
exchange rate effects on foreign trade. The results obtained can also be taken into account by 
the Czech National Bank when assessing the potential outcomes of the current exchange rate 
policy targeted on devalued koruna and allowing interventions on the foreign exchange 
market. 
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